Role of Parent Nonverbal Cues in Children’s Engagement
During Dialogic Reading

Jocelyn Shen Ying Li Javaria Hassan
Cambridge, MA, USA Cambridge, MA, USA Cambridge, MA, USA
Massachusetts Institute of Harvard University Harvard University
Technology yingli@mde.harvard.edu javariahassan @gse.harvard.edu
joceshen@mit.edu
ABSTRACT CCS Concepts

High-quality, social interactions between parents and their chil-
dren are crucial for young children’s development. In order to
develop agent interventions that improve interactions between
parents and children, it is important to both understand how
the parent’s nonverbal behavior influences the child’s affective
state and quantify and detect these effects computationally. In
this paper, we explore the role of a parent’s nonverbal cues on
a child’s engagement during an educational, dialogic reading
interaction. We specifically focus on using the parent’s body
pose features to better inform a child’s engagement during the
task. Our analysis offers a high-level, holistic approach to the
relationship between parent nonverbal cues and child’s affect
through both quantitative and qualitative methods. We find
that the child’s engagement is positively correlated with the
joint engagement between the child and the parent, as well as
the valence. However, the arousal of the child and the parent
are mostly negatively correlated. Using a simple model, we
find that training on the parent’s body features and predicting
the child’s engagement score yields a model with a maximum
accuracy of 64.8%. Furthermore, through feature analysis, we
find that the most predictive features of a child’s engagement
are interpersonal features between the parent and child. To
better understand the moments when children lose engage-
ment in a task, we qualitatively assessed video clips and found
that those moments are associated with either the parent or the
child exhibiting actions unrelated to the reading stories, such
as yawning or the parent checking their cellphone. Finally, we
provide an overview of design implications for parent-child
facilitator agents as well as future research directions in this
area.
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INTRODUCTION

Parent-child interactions are widely acknowledged as playing
a central role in children’s developmental outcomes. In educa-
tional tasks specifically, nonverbal behaviors are paramount
in establishing communication between a parent and a child
whose language skills are not fully developed. To improve
parent-child interactions during educational tasks, understand-
ing how a parent’s nonverbal behavior relates to the child’s
engagement with the learning task is just as important as de-
veloping ways to detect the effects of the parent’s behavior on
the child.

We aim to study this relationship in the context of a dialogic
reading task between a parent and a child. Dialogic reading
provides an ideal setting to conduct our analysis, since it is
a literacy learning task rich with both verbal and nonverbal
behaviors. Dialogic reading interactions between a parent and
child can promote literacy skills and social-emotional learning
in young children [10]. Using an agent to improve dialogic
reading interactions can provide better home literacy environ-
ments to families that have limited rich language exposure,
which are disproportionately families from low socioeconomic
statuses [27].

We study how a parent’s nonverbal behavior affects their
child’s engagement during a dialogic reading task through
two smaller explorations. The first is understanding how much
synchrony or alignment there is between the parent’s and the
child’s affective states. Parent-child synchrony can be a good
metric to evaluate an interaction, as prior work demonstrates
that high parent-child synchrony is associated with familiar-
ity, a healthy parent, typical development, and more positive
outcomes [19]. Quantifying parent-child synchrony during
learning interactions is important since understanding human-
human interpersonal dynamics can inform decisions regarding
human-agent interactions.

The second exploration in our work is developing methods to
predict a child’s engagement using the parent’s nonverbal cues.
Few studies have started to model nonverbal cues of multiple
interactants to recognize social-emotional states, despite the
importance of context in affect detection and comprehension
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[7], [20]. Incorporating a parent’s nonverbal cues into models
that predict a child’s affective state can improve affect-related
context awareness and ultimately inform better interventions
from an automated agent.

We explore the two aforementioned areas through a quantita-
tive and qualitative analysis of a rich parent-child dyad dataset,
the DAMI-P2C (Dyadic Affect in Multimodal Interaction -
Parent to Child) dataset [S]. This dataset includes pose data
and annotated affect labels for parent-child dyads engaged in
a story-reading activity.

With the dataset, a variety of simple computational methods
are employed to analyze the interplay of the parent’s body
pose features and the child’s engagement score. Pearson corre-
lation coefficients are calculated for each session and we find
parent’s body pose features are not linearly correlated with
child’s engagement at all, showing coefficients of 0 in almost
all sessions. We trained various models to predict the child’s
engagement score using the parents body pose features. Our
model is able to achieve 64.8% accuracy with a simple linear
model and standardization of the parent’s body pose features.
By performing feature analysis, we find that the nonverbal fea-
tures most highly correlate with a child’s engagement score are
the interpersonal pose features between the parent and child.
For our qualitative assessment, we visualize points where the
dyad’s valence are out of synchrony as well as points where
the child’s engagement score dropped significantly. From an-
alyzing these videos, we identify that a child’s disengaged
moments are associated with either the parent or the child’s
actions unrelated to the reading task, for example, the child
yawning, the child playing with the chair, or the parent check-
ing their cellphone. We observe that it is hard to qualitatively
classify the out-of-synchrony moments consistently across all
sessions. Some out-of-synchrony moments are clearly a result
of the disengagement, but this is not true in every interaction
we observed.

Based on our results, we conclude with design implications for
an agent facilitating parent-child interactions. These implica-
tions include adding active interactions into passive listening
and recognizing the importance of physical interactions be-
tween the parent and child dyad. We recognize that our broad
approach cannot cover the depth necessary for this topic, and
therefore outline future work to explore nonverbal cues as
context for understanding affect in human-human joint inter-
actions.

BACKGROUND

People communicate with one another through two predomi-
nant means: verbal and nonverbal. While verbal communica-
tion tends to dominate human interactions, nonverbal commu-
nication extends spoken communication and can offer consid-
erable information about both people and situations in its own
right. Communication behaviors such as facial expressions,
gestures, body postures, and vocal intonation or prosody are
all very powerful in conveying social information.

A growing literature characterizes human communication in
terms of reciprocal behavioral and physiological mimicry [4,
11, 15]. Garrod and Pickering argued that people’s nonlin-

guistic aspects of communication, such as expression, become
more aligned when they interact with each other during dia-
logic activities [15]. Similarly, Brennan and Clark showed how
interlocutors use similar expressions when describing pictures
of objects to each other [2]. Studies have also demonstrated
how people tend to adopt the same postures as each other [28],
laugh or yawn together [16], and imitate shaking the head or
nodding [22].

Such behavior matching has been related to development of a
common ground, improved rapport, and better collaborative
performance [13, 23]. For example, addressees who align their
gaze with speakers tend to align their interpretations with the
speaker as well [26]. Fusaroli Tylén developed a quantita-
tive approach enabling them to predict collective performance
from interpersonal synergy (complementary pattern of behav-
ior) [14]. Breazeal et al. found that during human-robot
teamwork tasks, the human reads and interprets non-verbal
cues from the robot, such as nods of the head, deictic ges-
tures, and gaze, in order to coordinate their behavior in a way
that improves teamwork efficiency and robustness [1]. Other
work has shown that the higher the eye-synchrony between
a speaker and listener, the greater the listener’s score on a
comprehension test [26].

Synchrony in parent-child interactions has been studied exten-
sively, in addition to the aforementioned works; Leclere et al.
reviewed studies on synchrony in mother-child interactions.
Focusing on smile strength, tonal and temporal features in
voice, mutual gaze, coordinated movements, etc., they showed
that mother-child synchrony correlates to the child’s cognitive
processing, school adjustment, and learning of word-object
relations [19].

Prior research has also explored the effects of nonverbal com-
munication on learning. Sinha and Cassell studied speech in
dyadic peer tutoring conversations and found that influence,
convergence, and rapport in dialog are correlated with more
significant learning gains [29]. Kory-Westlund et al. found
that children were able to attend to non-verbal social cues to
learn new words from both a robot tutor and a human partner
equally as well [31]. The researchers also observed that chil-
dren displayed signs of greater emotional engagement during
a dialogic reading task when the robot learning companion
was more expressive [17].

Synchrony and rapport have been measured in a number of
different ways. For example, it has been demonstrated by
the synchrony of heart rate and pupil-diameter during social
interactions, the tendency to blush when an interaction partner
blushes, and the contagiousness of crying or yawning [18, 25].
Research also suggests that during non-physical close inter-
actions, mothers and infants synchronize their heart rhythms
and breathing patterns [12, 25]. Tickle-Degnen and Rosenthal
(1990) describe and measure the nature of rapport in terms
three interrelating components: mutual attentiveness, positiv-
ity, and coordination [30].

Prior research has demonstrated the use of external affective
cues to predict the affective state of a person of interest. Lee
et al. show that the accurate inference of children’s social-



emotional state of attention depends on accounting for the
nonverbal behaviors of their storytelling partner, namely their
speaker cues [21]. Speaker cues have also been used in a
multi-task learning approach to jointly learn the recognition
of affective states [32]. Chen et al. designed end-to-end deep
learning methods to recognize a person’s affective expression
in an audio stream with two speakers, automatically discover-
ing features and time regions relevant to the target speaker’s
affect [8].

Nonverbal cues such as body posture, gestures, interpersonal
distance, and touch have been widely investigated when as-
sessing dyadic parent-child interactions. However, prior work
has majorly focused on analyzing these cues on an individual
scale, rather than how they are elicited though to each other
[9, 24].

Also, most of the research in parent-child nonverbal interac-
tions has been focused on infants, since at this age nonverbal
cues are the main communication channel between the parent
and the child. Colegrove et al. showed only a few studies
have examined nonverbal behavior as an assessment tool for
children older than 12 months in relation to child development

[9].

To the best of our knowledge, the nonverbal behaviors that
were assessed in the majority of these studies, besides paralin-
guistic features such as pitch and voice tone, were manually
annotated by human observers, which can be burdensome.
Given the importance of nonverbal communication during
parent-child interactions, and considering the gap in the pre-
vious work, we chose to explore an automated approach to
understanding parent-child nonverbal communication that can
be correlated to learning gains. This can help to inform the
design of automated agents as learning companions in dialogic
reading activities.

DATASET

For our study, we used the DAMI-P2C dataset, which captures
the affect (engagement, arousal, and valence) of parents and
children engaged in natural story-reading dyads [6].

The DAMI-P2C dataset consists of audio-visual recordings
of 34 families recruited from the Greater Boston area (Table
1), where a parent and child (3-7 years old) dyad each engage
in two 45-minute in-lab sessions. For the first 20 minutes
of each session, the parent and child read stories together,
and for the remaining 25 minutes, the parent fills out surveys.
Families that completed both sessions were given $75 as their
compensation.

In contrast to existing public datasets for affect recognition,
each instance for both speakers in the DAMI-P2C dataset has
been annotated for the perceived affect by three labelers. This
dataset is publicly available, and includes acoustic features of
the dyads’ raw audios, affect annotations, body pose, and a
diverse set of developmental, social, and demographic profiles
of each dyad.

Figure 1 illustrates the experiment setup during the in-lab
parent-child co-reading sessions. Audio-visual recordings
were captured using 1 boundary microphone and 7 cameras

parent (age) child (age)
Female 25 (38.78 +4.70) 13 (5.20%1.96)
Male 9(42.25+6.90) 21 (5.65+0.96)

Table 1. Gender identity and age range of the participant families in the
dyadic dataset.

installed in the story reading station. The cameras were used to
capture different angles of the dyadic interaction, i.e., frontal
view, birds-eye view, parent-centered view, child-centered
view, parent first-person view, and table first-person view.
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Figure 1. Experimental setup (taken from https://www.media.mit.
edu/projects/dami-p2c/overview/)

Tablet first-person

Body Pose Features

The body pose features are extracted from the video data of
the story-reading sessions. A pipeline using OpenPose is able
to identify people of interest in a given frame and track their
movement over time [3]. Once a person is identified, the
pipeline finds, segments, and maps the body pose in 3D space.

These segments form the raw body pose features, from which
touch, body and head orientation, gaze, movement, and inter-
personal space can then be calculated. We identify body pose
features such as the angle the child or parent is leaning for-
ward, the orientation of the parent and child’s head in relation
to one another, as low level features in our dataset.

Affect labels

Three trained annotators with a psychology or education back-
ground annotated the audio-visual recordings of the families’
co-reading interactions. The annotated dataset includes the
child’s arousal, valence, engagement, and join engagement,
and the parent’s arousal and valence. In total, 16,593 video
fragments have been annotated with 488.03 + 123.25 frag-
ments from each family on average.

The annotators were provided with detailed coding schemes
to score for the valence and arousal of the parent and child, as
well as the child’s engagement and joint engagement. These
coding schemes were objective across all participants, that is,
the score of a person’s affect at a particular timestamp was
given independent of the person’s affect at previous times-
tamps.
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Preliminary Data Analysis

We first preprocessed the datasets to transform the raw data
into an aggregated format. To combine the affect features and
body pose features, we added corresponding timestamps and
clip IDs to both the datasets and used a database-style join
based on the family, session and clip IDs to give us a merged
pose and affect dataset.

Child's engagement: avg Child's arousal: avg

700000
600000
800000

500000
500000

5 400000 N
2 w0000
% 00000

200000

& 00000
200000

100000 100000

o
% 05 10 15 20 25 30 35 40 °do o5 10 15 20 25 30 35 20
Engagement scure Aroutal scove

1es Child's valence: avg

200
175
150

p125

H 100

< 075

050

000

00 05 10 15 20 25 30 35 40
Valence score

Figure 2. Histograms of the distribution for each affect attribute label
after three individual ratings are averaged and standardized.

As a preliminary data analysis step, we plot the distribution of
the child’s engagement, as seen in Figure 2., and find that the
distribution matches with results given in [8].

RESULTS AND ANALYSIS

Interplay of Parent’s Nonverbal Behavior and Child’s Af-
fect

We first explore, at a high level, how closely tied a parent’s
nonverbal features are to a child’s affective state.

Quantitative Approach

Our quantitative analysis begins with looking for correlations
between the parent’s body pose features (eg. parent body pitch,
parent body yaw), the parent’s affect, and the child’s affect.

We calculated the Pearson Correlation Coefficient between

the affective state of the parent and child within each session.

Figure 3 plots the coefficients for all the video sessions. We
found that the child’s engagement is highly correlated with the
joint engagement. Similarly, the valence between the parent
and child is positively correlated, but less strongly than the
engagement-joint engagement correlation. In contrast, the
arousal between the parent and child does not have consistent
correlation behaviours across sessions, and more than 60% of
the sessions showed negative correlations.

We also looked at the correlation between the parent’s valence
and arousal, and the child’s engagement. We found that half
of the sessions showed positive correlations whereas the other
half showed negative correlations. Our conclusion is that
among the parent’s affective states, the joint engagement is
the primary factor influencing child’s engagement.
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Figure 3. Correlation score between child and parent affect for all sessions

We also looked into the correlations between the low-level
body pose features of the parent and child, and compared
the parent’s body pose features with the child’s engagement
in Figure 4. We found that the body pose features between
the parent and child were not linearly correlated. This is
unsurprising, as the features are too low-level to describe
poses in a frame. We also found that the current body pose
features barely correlate with the child’s engagement score.
These results indicate that there is a need to translate low-level
body pose features into descriptive high-level features, which
can be done in future work.

Qualitative Approach

We analyzed videos of the co-reading sessions to qualitatively
assess what happens when the parent-child dyad are out of
synchrony. Identifying moments with asynchronous engage-
ment was easy, yet it was relatively harder to spot moments



when the valence was out of synchrony. This can be confirmed
by comparing the parent and child valence in a session (Figure
7). In some sessions when the child is disengaged, the valence
can also diverge. However, this correlation is by no means
consistent spanning the full session, neither is it consistent
across all family sessions.
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Figure 4. Correlation for body pose features

Predicting Child’s Engagement Using Parent’s Nonverbal
Features
Quantitative Approach

Parent and child affect for a single dyad and single session
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Figure 5. Childrens’ behaviors during disengagement

To explore whether or not a parent’s nonverbal behaviors are
predictive of a child’s engagement, we use a simple linear
model, varying the features that the model is trained on.

First, we train a multi-class logistic regression model taking
the normalized body pose features of both the parent and child
as predictors of the child’s engagement score and using an
80-20 train test split. We use two normalization methods,
standard score and min-max feature scaling, and compare
the model performance. Additionally, since the child’s en-
gagement scores are the average across annotators, we round
the labels to discrete ratings from 0-4. The results for our
preliminary model are shown in Table 3.

We attempted to further improve model accuracy by augment-
ing the subsets with family demographic data, including in-
formation on the parent’s parenting style, parent stress, and
child’s behavior based on the survey results mentioned in the
Dataset section. We additionally augmented the model with
the parent’s affect labels to see the effect on model perfor-
mance. Since we are interested in both the task-related en-
gagement and joint engagement of the parent-child dyad, we
use these features to predict both engagement types. Results
for these models are shown in figure 2.

We find that the model predicting a child’s engagement using
all body pose features, responses from the behavioral ques-
tionnaires, and parent affect labels has the highest accuracy
(64.8%). Given that we are using logistic regression model,
which has low model complexity, there are bounds to the pre-
diction accuracy that we can obtain. However, it is interesting
that even with no explicit feature selection or extraction of
higher level features from the body pose data, the model is
still predictive. One limitation to our approach is that parent
affect labels are human labeled. This means that it is possible
for the parent’s body pose features to be highly correlated
with the parent’s affect labels, since annotators may have used
these nonverbal cues implicitly during the labeling process.
However, we see that even if we exclude the parent’s affect
labels, our model can still predict the child’s engagement with
an accuracy of 64.2%.

Additionally, since one of our goals is to uncover which body
pose features are relevant in predicting a child’s engagement,
we perform feature importance analysis. We use the coeffi-
cients of the logistic regressions model as feature importance
indicators. Figure 6 shows the feature importance for 5 en-
gagement levels.

Our feature analysis results indicate that features of high coef-
ficient magnitude are mainly interpersonal features between
the child and parent. On the contrary, features of low coef-
ficient magnitude are mainly parent’s or child’s body pose
features. These results are interesting in that interpersonal
features contain more information about the relationship be-
tween two people in space. It is perhaps unsurprising that
a parent and child’s interpersonal distance and head tilt an-
gles are more informative than the parent or child’s individual
features. Focusing on these interpersonal features can help
us quantitatively explore the physical and gestural synchrony
between the parent-child dyad.

Qualitative Approach

It is important to not only understand the interplay between
a parent’s nonverbal behavior and their child’s affective state,
but also to understand the role of the parent’s behaviors at spe-
cific times when the child disengages or re-engages with the
learning task at hand. We first qualitatively assess patterns in
the child’s engagement during a single session. Figure 8 shows
a sample plot of a child’s engagement score plotted over time.
Child engagement events (disengagement/re-engagement) are
categorized as steps in the engagement ratings with a signifi-
cant difference. For example, if the child’s engagement rating
drops from 4 to 2, we denote this as a disengagement event.



Engagement type All body pose features All body pose features + Behav- All body pose features + Be-
ioral havioral + Parent affect la-
bels
Joint engagement  57.9% 59.5% 59.6%
Engagement 63.4% 64.2% 64.8%

Table 2. Model performance for predicting the child’s engagement and joint engagement across different feature combinations

Standard Normalization Min-max Normalization

62.9%

63.1%

Table 3. Accuracy score for preliminary model across normalization

methods
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Figure 7. Valence of child and parent in four sessions

Alternatively, if the child’s engagement rating increases from
2 to 4, we denote this as a re-engagement event.

Child's Engagement Score Over Time (participant 01, session 2
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Figure 8. Sample plot of child’s engagement over time during a single
session

In reading activities, children’s engagement with the material
and their parent is important to their learning. We hypothesize
that it is challenging for children to hold their attention to
readings for 20-30 minutes. Parents usually intervened when
they saw that the children were not engaged with the reading
task, usually because the children lost interest in the activity
or the activity continued for too long. Understanding how
parents make the children re-engaged is critical to drawing
insights for a facilitator agent interaction design.

We plotted the child’s engagement scores in each session to
identity timestamps where a child disengages or reengages.
Then we watched the video clips for those periods to learn
different parents’ interventions used. Here we summarize our
findings.

1. Some children can hold their attention to the readings
through the session even though they would get tired of sitting
and start moving around. Children would lean towards their
parent and seek cuddles or stand up and move around, while
still remaining engaged with the stories.

2. Some parents would ask their child whether or not they
would like to continue listening to the stories when they no-
ticed that their child was not engaged. This usually worked
well to reengage the child. We hypothesize that children tend
to be obedient to parents, or need to be reminded to draw their
attention back to the reading task.

3. Asking the children questions related to the stories being
read was a very efficient way to keep them engaged. It served
as a break from passive listening and paved the way for active
interactions with their parent. We spotted that many children
tended to lean toward their parent or interact physically with
them (e.g dragging mom’s sleeves). We hypothesize that chil-
dren like seeking their parent’s attention, and thus, a parent
asking questions provides the child with an opportunity to get
their attention.

4. Some children would seek the parent’s attention by starting
conversations irrelevant to the readings or initiating physical



interactions like pulling on the parent’s clothes. Some parents
embraced such behaviors, and therefore both the parent and
child disengaged from the reading task. However, in most
cases, these pairs were able to get back to the reading shortly
after, as long as the parent resumed readings. Some parents
ignored such behaviors and the child appeared to be more
frequently disengaged from readings after being ignored.

5. When children started to show disengagement behaviors
like yawning or moving around in the chair, they tended to get
physically closer to the parent by holding their arms out or
seeking cuddling. Upon physical interaction, many children
seemed to calm down and reengage with the readings.

Applying these findings to a human-agent interaction, an agent
participating in parent-child reading activities can spot mo-
ments where children start to disengage and ask story related
questions to create opportunities for children to interact with
their parents. Validation of the hypothesis above requires a
controlled experiment and thus can be applied in future work.

Yawning
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Figure 9. Childrens’ behaviors during disengagement

DESIGN IMPLICATIONS
In this section, we discuss human-agent interaction design
implications in the context of parent-child reading activities.

1. Add active interactions between passive listening to serve
as a stimulant and increase the child’s attention span. Most
children have limited attention spans when acting as passive
listeners. Active interactions can offer the child with an op-
portunity to control the reading progress, like navigation to
next page or choosing which stories to read. Alternatively, the
interactions can be initiated by the parent, for example, asking
questions related to the stories that they read. The agent can
prompt parents to talk to their child at appropriate times over
the course of the reading session.

2. Our study shows that a child’s engagement is highly cor-
related with joint engagement and a child’s valence is highly
correlated with parent valence, so designing the reading tasks
to increase a parent’s engagement could potentially increase
child’s engagement.

3. Physical interactions are important between the parent and
child dyad. The most effective interaction we observed in
the video data is when the parent cuddles the child in their
arms during reading. We acknowledge that more research
should be done on whether agents can incorporate physical
interactions with children during learning tasks, and what the
ethical implications of such a feature might be.
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Figure 10. Childrens’ behaviors during disengagement

CONCLUSION AND FUTURE WORK

Our work covers a broad, high-level overview of the role of
a parent’s nonverbal cues in their child’s engagement to a
dialogic reading task. Due to the scope of this analysis, there
are certainly limitations to our work as well as more specific
future explorations.

A limitation in our modeling approach is a lack of understand-
ing of the most informative features in engagement prediction.
While we conducted a preliminary feature analysis, further
work is needed to expose the most predictive features. We
noticed that a parent-child dyad’s demographic features and
behavioral questionnaires were related to the child’s atten-
tion span. Future work may include augmenting the model
with these demographic features. Additionally, many chil-
dren sought attention from their parent during the task. With
regards to using the parent’s nonverbal pose features as our
focus, we could improve model performance by extracting
higher-level informative features. For example, "parent lean-
ing forward," "parent child eye contact”" might be more useful
than raw numerical metrics. Additionally, incorporating time
into our model would likely further improve performance.

Based on our results, there are a number of future research di-
rections that can expand upon our work. In this paper, we
focused solely on a child’s engagement during a learning
task. However, other concepts such as rapport, synchrony,
reciprocity, attention-seeking behavior, and interpersonal con-
nectedness would be interesting areas of focus. Since part
of our motivation is to develop better agent interventions in
facilitating learning tasks, studying the effects of nonverbal



behavior across human-human and human-agent dyadic inter-
actions is another important direction. We cannot naturally
assume that people respond similarly to a human intervention
as opposed to an agent (embodied or virtual), but we can un-
derstand what an agent cannot do and use human interventions
to motivate further studies. Finally, we recognize that context
of the interaction is crucial in understanding affect. A parent
waving their hand to their child might not mean that the child
is disengaged, unless we observe that the parent also asks
the child to concentrate. This work could be expanded with
increased modalities, such as linguistic characteristics of the
utterances between parents and children.
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